
D/DoS Incident Response Plan/Runbook

	Name
	Responsibilities and Access
	Email
	Phone/Pager
	Office Hours and Timezone

	
	Firewalls, MRTG and Nagios
	
	
	

	
	External DNS
	
	
	

	
	Web Application and Web Logs
	
	
	

	
	Database
	
	
	

	
	Disaster Recovery
	
	
	

	
	Public Relations
	
	
	

	
	Legal, SLAs
	
	
	

	
	ISP/upstream carrier(s)
	
	
	

	
	DNS provider
	
	
	

	
	Domain Registrar (if different from DNS provider)
	
	
	

	
	CDN provider (or upstream proxy)
	
	
	

	
	Local FBI field office (or relevant local authority)
	
	
	


	Critical Assets
	Value(s)

	DNS1
	

	DNS2
	

	External IP Range(s)
	

	External Webserver IP(s)
	

	External SMTP IP(s)
	

	IP(s) of websites
	

	IP address(es) of external monitoring devices
	

	Partner IPs
	

	Whitelisted/known good IPs
	


NOTE: Before reading this, please understand that these are merely guidelines and a place to organize and think about the problem as it relates to your company.  You should definitely remove/add things as you see fit and as things make sense for your company.  Nothing fits every scenario perfectly, so please edit as you see fit for your own business needs.

1. Review the inbound alert for details
a. Attempt to identify if alert affects more than just the person(s)/node(s) that sent the alert.

b. Attempt to connect to the asset via an web-browser on the external interface to attempt to replicate

i. Perform a DNS lookup to ascertain which IP address the DNS in question is pointing to

1. Make sure that DNS is responding and pointing to the correct host

2. Make sure that all DNS of all nodes agree with and are responding with the correct IP address

3. Make sure domain has not expired

c. Collect the timestamps that the alert first arrived keep a tab of the duration if it is still ongoing.

d. If the alert came in from a person, attempt to identify where the user is connecting from by country, ISP and IP.  Also, if possible, attempt to ascertain:

i. Which web-servers were the user was connected to (if there are multiple datacenters for instance)?
ii. What DNS servers they are using?
iii. What browsers were used to test availability?
iv. Does/did the user/node have connectivity to other websites during the outage?
e. If the alert is automated, identify which node(s) have identified the problem by ISP and IP.

f. Attempt to see if the alert is region specific, or ISP specific.

i. Check to see if the Internet is having global/regional peering issues:
1. http://www.internethealthreport.com/
2. http://www.internettrafficreport.com/main.htm
2. Identify in which timezone(s) all relevant logs are written and in which timezones reports first arrived and determine any notable offsets

3. If outage has been identified by company personnel and test the following:
a. Attempt to make a socket connection to the host in question on the relevant port via telnet, if a connection can be made:
i. If a connection can be made re-test using a browser (ideally with a plugin/module that can read HTTP headers) to identify what kind error codes/status codes are being returned
ii. If ICMP is open to the host in question, ping the host for packet loss

iii. traceroute between the client and the server to identify where interruptions may be occurring between the two and with whom that latency can be attributed
b. Firewalls

i. Identify if any aspects of the DDoS traffic differentiate it from benign traffic (e.g., specific source IPs, destination ports, URLs, TCP flags, etc.).  SYN flood may show up as excessive states on the firewall (review MRTG graphs to identify a spike).

ii. If possible, use a network analyzer (e.g. tcpdump, ntop, Aguri, MRTG, a NetFlow tool) to review the traffic.

c. Load Balancer/Web Servers/Application Servers
i. Identify if webserver is running and how many child processes have been spawned compared to how many are allowed
ii. Make sure the local drives have enough disc space and memory

iii. Review error log for any obvious alerts (database errors, programming errors, etc..) that may account for the outage

iv. Look at the access log to see any obvious spikes from any set of IP addresses and investigate potentially dangerous IPs:

1. E.g.:  tail -10000 access_log |cut -f 1 -d " " |sort |uniq –c |sort

2. Check to make sure disc space is sufficient

d. Database Servers
i. Make sure there is connectivity between the website and the database and that the database connect string and user credentials still work

ii. Make sure there database has enough disc space

iii. Compare the number of database connections to the number of connections that are allowed on the webserver to make sure they make sense with one another
e. Routers/Switches
i. Add relevant information here for your company related to network topography that may be unique to validating denial of service – especially anything that may lie between your server and the Internet.
f. Browsers, Anti-virus and Search Engines
i. If the browser is showing an SSL/TLS warning

1. Check certificate to see if it has expired, if so, update certificate.

2. Check certificate to make sure it matches the hostname you are intending to connect to.  If it does not match, there may be a man in the middle situation, or some configuration mishap.

3. Check the revocation list used for that CA to make sure it is alive and accessible.  If not, check the browser to make sure it is not blocking based on accessibility of the revocation list.

ii. If the browser or search engine is showing an anti-phishing or anti-malware/virus warning
1. Check stopbadware http://stopbadware.org/home/reportsearch
2. Check phishtank http://www.phishtank.com/phish_archive.php 

iii. Telnet to the port and attempt to solicit a valid HTTP response:

GET / HTTP/1.0\n

Host: servername.com\n\n

g. Other affected infrastructure
i. Add relevant information here for your company that may be relevant to third parties that are used that can cause outages, or any assets that may be unique to your setup that needs to be validated as well.
4. Look at traffic and see if it looks legitimate (E.g. users who request pages over and over again and never request another page/asset)

5. Check all administrative email accounts and methods of communicating with these individuals for potential blackmail threats.  That includes whatever email addresses are registered with whois.  Preserve this evidence if it exists.
6. Inform public relations

a. If the outage duration is expected to be prolonged

i. Craft messaging similar to, “We have identified an outage relating to ___.  Our engineers are working diligently to mitigate the problem. We are deeply sorry for any inconvenience this outage has caused our customers and we will provide a more thorough explanation of the event and steps we have taken when that information becomes available.”

ii. Release messaging through alternate paths of communication (E.g. if main website is down, post on a blog, or via email, etc…)

7. Take steps to Mitigate
a. If the bottle neck is a particular feature of an application, temporarily disable that feature if it isn’t critical.  Note: do not delete anything as it may be forensically important, and if possible to recover without doing so, try not to restart any machines as dumped memory may be useful as well.
b. If immediately possible and economically viable, add servers or network bandwidth to temporarily handle the extra DDoS load until a better alternative is available.
c. If possible, route traffic through a traffic-scrubbing service or product:

i. DNS or routing changes (E.g. UltraDNS)

1. If possible, switch to alternate sites or networks using DNS or another mechanism. 
ii. Traffic/routing scrubbing (E.g. Arbor).
iii. Blackhole/tarpit DDoS traffic targeting the original IPs.
1. Terminate unwanted connections or processes on servers and routers and tune their TCP/IP settings.
2. Attempt to throttle or block DDoS traffic as close to the network's "cloud" as possible via a router, firewall, load balancer, specialized device, etc.
3. Configure egress filters to block the traffic your systems may send in response to DDoS traffic, to avoid adding unnecessary packets to the network.
8. Document the attack for delivery to authorities if necessary.

a. Rawwrite data from relevant disc(s)/logs if intended to be used for after-the-fact forensics
b. Document all steps taken, and all individuals, IP addresses involved and which times all steps were taken
9. Deliver documented results to:

a. Legal team:

i. Ideally allow your legal team to contact authorities as necessary

b. Shadowserver if desired: http://www.shadowserver.org/ 
c. Public relations press release as necessary.  Ideal format for crisis management write-up:
i. Explain what happened

ii. Attempt to make the affected consumers whole

iii. Take visible steps to assure consumers it won’t happen again
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